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A computer or microchip including a network connection for
connection to a public network of computers including the
Internet, the network connection being located in a public
unit; and an additional and separate network connection for
connection to a separate, private network of computers, the
additional network connection being located in a protected
private unit. An inner hardware-based access barrier or fire-
wall is located between and communicatively connects the
protected private unit and the public unit; and the private and
public units and the two separate network connections are
separated by the inner barrier or firewall. The protected pri-
vate unit includes at least a first microprocessor and a system
BIOS located in flash memory. The public unit includes at
least a second or many microprocessors separate from the
inner barrier or firewall. The inner barrier or firewall com-
prises a bus with an on/off switch controlling communication
input and output.
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COMPUTER OR MICROCHIP WITH A
SECURE SYSTEM BIOS HAVING A
SEPARATE PRIVATE NETWORK
CONNECTION TO A SEPARATE PRIVATE
NETWORK

This application is a continuation of U.S. patent applica-
tion Ser. No. 13/815,814, filed on Mar. 15, 2013, which is a
continuation of U.S. patent application Ser. No. 13/398,403
filed on Feb. 16, 2012 which claims priority to U.S. Provi-
sional Patent Application 61/457,184, filed Feb. 15, 2011;
U.S. Provisional Patent Application No. 61/457,297, filed
Feb. 18, 2011; U.S. Provisional Patent Application No.
61/457,976, filed Jul. 26, 2011; U.S. Provisional Patent
Application No. 61/457,983, filed Jul. 28, 2011; U.S. Provi-
sional Patent Application No. 61/573,0006, filed Aug. 2,2011;
and U.S. Provisional Patent Application No. 61/573,007, filed
Aug. 3, 2011.

This application is also a continuation-in-part of U.S.
application Ser. No. 13/014,201, filed Jan. 26, 2011. U.S.
application Ser. No. 13/014,201 claims benefit to U.S. Provi-
sional Patent Application No. 61/282,337 filed Jan. 26, 2010;
U.S. Provisional Patent Application No. 61/282,378, filed
Jan. 29, 2010; U.S. Provisional Patent Application No.
61/282,478, filed Feb. 17, 2010, U.S. Provisional Patent
Application No. 61/282,503, filed Feb. 22, 2010; U.S. Provi-
sional Patent Application No. 61/282,861, filed Apr. 12, 2010;
U.S. Provisional Patent Application No. 61/344,018, filed
May 7, 2010; and U.S. Provisional Patent Application No.
61/457,184, filed Jan. 24, 2011.

This application is also a continuation-in-part of U.S.
application Ser. No. 13/016,527 filed Jan. 28, 2011. U.S.
application Ser. No. 13/016,527 claims benefit to U.S. Provi-
sional Patent Application No. 61/282,378, filed Jan. 29, 2010;
U.S. Provisional Patent Application No. 61/282,478, filed
Feb. 17, 2010; U.S. Provisional Patent Application No.
61/282,503, filed Feb. 22, 2010, U.S. Provisional Patent
Application No. 61/282,861, filed Apr. 12, 2010; U.S. Provi-
sional Patent Application No. 61/344,018, filed May 7, 2010;
and U.S. Provisional Patent Application No. 61/457,184, filed
Jan. 24, 2011.

This application is also a continuation-in-part of PCT
Application No. PCT/US011/023028, filed Jan. 28, 2011.
PCT Application No. PCT/US011/023028 claims benefit to
U.S. Provisional Patent Application No. 61/282,378, filed
Jan. 29, 2010; U.S. Provisional Patent Application No.
61/282,478, filed Feb. 17, 2010, U.S. Provisional Patent
Application No. 61/282,503, filed Feb. 22, 2010; U.S. Provi-
sional Patent Application No. 61/282,861, filed Apr. 12, 2010;
U.S. Provisional Patent Application No. 61/344,018, filed
May 7, 2010; and U.S. Provisional Patent Application No.
61/457,184, filed Jan. 24, 2011. PCT Application No. PCT/
US011/023028 also claims benefit to U.S. application Ser.
No. 13/014,201, filed Jan. 26, 2011.

This application is also a continuation-in-part of PCT
Application No. PCT/US011/025257, filed Feb. 17, 2011.
PCT Application No. PCT/US011/025257 claims the right to
priority based on U.S. Provisional Patent Application No.
61/282,478, filed Feb. 17, 2010, U.S. Provisional Patent
Application No. 61/282,503, filed Feb. 22, 2010; U.S. Provi-
sional Patent Application No. 61/282,861, filed Apr. 12, 2010;
U.S. Provisional Patent Application No. 61/344,018, filed
May 7, 2010; and U.S. Provisional Patent Application No.
61/457,184, filed Jan. 24, 2011. PCT Application No. PCT/
US011/025257 also claims the right to priority based on U.S.
Nonprovisional patent application Ser. No. 13/014,201, filed
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Jan. 26, 2011, and U.S. Nonprovisional patent application
Ser. No. 13/016,527, filed Jan. 28, 2011.

The contents of all of these provisional and nonprovisional
patent applications are hereby incorporated by reference in
their entirety.

BACKGROUND

This invention relates to any computer of any form, such as
apersonal computer and/or microchip, that has an inner hard-
ware-based access barrier or firewall that establishes a private
unit that is disconnected from a public unit, the public unit
being configured for a connection to a public network of
computers including the Internet. In addition, the computer’s
private unit is configured for a separate connection to at least
one non-Internet-connected private network for administra-
tion, management, and/or control of the computer and/or
microchip, locally or remotely, by either a personal user or a
business or corporate entity.

More particularly, this invention relates to a computer and/
or microchip with an inner hardware-based access barrier or
firewall separating the private unit that is not connected to the
Internet from a public unit connected to the Internet, the
private and public units being connected only by a hardware-
based access barrier or firewall in the form of a secure, out-
only bus or equivalent wireless connection. Even more par-
ticularly, this invention relates to the private and public units
also being connected by an in-only bus (or equivalent wireless
connection) that includes a hardware input on/off switch or
equivalent signal interruption mechanism, including an
equivalent circuit on a microchip or nanochip (or equivalent
wireless connection). Still more particularly, this invention
relates to the private and public units being connected by an
output on/oft switch or microcircuit or nanocircuit equivalent
on the secure, out-only bus (or equivalent wireless connec-
tion).

In addition, this invention relates to a computer and/or
microchip that is connected to a another computer and/or
microchip, the connection between computers being made
with the same hardware-based access barriers or firewalls
including potentially any of the buses and on/off switches
described in the preceding paragraph.

Finally, this invention relates to a computer and/or micro-
chip with hardware-based access barriers or firewalls used
successively between an outer private unit, an intermediate
more private unit, an inner most private unit, and the public
unit (or units), with each private unit potentially being con-
figured for a connection to a separate private network. Also,
Faraday Cage protection from external electromagnetic
pulses for part or all of the computer and/or microchip can be
provided.

By way of background, connecting computers to the Inter-
net has immense and well known benefits today, but also has
created overwhelming security problems that were not imag-
ined when the basic architecture of modern electronic com-
puters was developed in 1945, which was about twenty years
before networks came into use. Even then, those first net-
works involved a very limited number of connected comput-
ers, had low transmission speeds between them, and the net-
work users were generally known to each other, since most
networks were relatively small and local.

In contrast, the number of computers connected to the
Internet today is greater by a factor of many millions, broad-
band connection speeds are faster by a similar magnitude, the
network connections stretch worldwide and connect to hun-
dreds of thousands of bad actors whose identity is not easily
or quickly known, if ever. Indeed, the Internet of today allows
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the most capable criminal hackers direct access to any com-
puter connected to the Internet. This inescapable reality of the
Internet has created a huge and growing threat to military and
economic security worldwide. At the same time, connection
to the Internet has become the communication foundation
upon which both the global economy and individual users
depend every day.

In summary, then, computer connection to the Internet is
mandatory in today’s world, so disconnection is not a feasible
option, given the existing global dependence on the Internet.
But those unavoidable connections have created a seemingly
inherent and therefore unsolvable security problem so serious
that it literally threatens the world. So Internet connection
today is both unavoidable and unavoidably unsafe.

Past efforts to provide Internet security have been based
primarily on conventional firewalls that are positioned exter-
nally, physically and/or functionally, between the computer
and an external network like the Internet. Such conventional
firewalls provide a screening or filtering function that
attempts to identify and block incoming network malware.
But because of their functionally external position, conven-
tional firewalls must allow entry to a significant amount of
incoming traffic, so either they perform their screening func-
tion perfectly, which is an impossibility, or at least some
malware unavoidably gets into the computer and just a single
instance of malware can cause a crash or worse. Once the
malware is in, the von Neumann architecture of current com-
puters provides only software protection, which is inherently
vulnerable to malware attack, so existing computers are
essentially indefensible from successful attack from the Inter-
net, which has provided an easy, inexpensive, anonymous,
and effective means for the worst of all hackers worldwide to
access any computer connected to it.

SUMMARY

Therefore, computers cannot be successful defended with-
out inner hardware or firmware-based access barriers or fire-
walls that, because of their internal position, can be designed
much more simply to function as a access barrier or blockers
rather than as general filters. This is a distinct difference. An
Internet filter has to screen any network traffic originating
from anywhere in the entire Internet, which is without mea-
sure in practical terms and is constantly, rapidly changing, an
incredibly difficult if not impossible screening task. In con-
trast, an access barrier or blocker to an inner protected area of
acomputer can strictly limit access to only an exception basis.
So, in simple terms, a conventional firewall generally grants
access to all Internet traffic unless it can be identified as being
on the most current huge list of ever changing malware; in
contrast, an inner access barrier or blocker can simply deny
access to all network traffic, with the only exception being a
carefully selected and very short and conditioned list of
approved and authenticated sources or types of traffic to
which access is not denied.

Such a massively simpler and achievable access blocking
function allowing for a much simpler and efficient mecha-
nism for providing reliable security. Whereas a conventional
but imperfect firewall requires extremely complicated hard-
ware with millions of switches and/or firmware and/or soft-
ware with millions of bits of code, the hardware-based access
barriers described in this application require as little as a
single simple one-way bus and/or another simple one-way
bus with just a single switch and/or both simple buses, each
with just a single switch. This extraordinarily tiny amount of
hardware is at the absolute theoretical limit and cannot be
less.
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With this new and unique access denial approach, a com-
puter and/or microchip can be simply and effectively
defended from Internet malware attack with one or more
hardware-based private, protected units (or zones or compart-
ments) inside the computer. Similar to Java Sandboxes in
terms of overall function, but far more effective because hard-
ware-based. Any or all of these private units can be adminis-
trated, managed, and/or controlled by a personal or corporate
computer user through the use of one or more separate and
more secure non-Internet private networks. By thus avoiding
any connection whatsoever to the generally insecure public
Internet, connection of the computer’s private unit to the
secure private network allows for all the well known speed,
efficiency and cost effectiveness of network connection while
still completely avoiding the incalculable risk of Internet
connection.

Volatile memory like Flash that is read/write can function
as inexpensive read-only memory (ROM) when located in the
Private Unit(s) because can be protected by an access barrier
or firewall against writing. Furthermore, it can even be pro-
tected against unauthorized reading, unlike ROM. Finally, it
can be written to when authorized by the central controller to
update an operating system or download an app, for example,
again unlike ROM.

In addition, field programmable gate arrays can be used in
the private and public units, as well as in the access barriers or
firewalls, and can be securely controlled by the computer or
microchip central controller through the secure control bus to
actively change security and other configurations, thus pro-
viding for the first time a dynamic and proactive hardware
defense against Internet malware attacks.

This application hereby expressly incorporates by refer-
ence in its entirety U.S. patent application Ser. No. 10/684,
657 filed Oct. 15, 2003 and published as Pub. No. US 2005/
0180095 Al onAug. 18,2005 and U.S. patent application Ser.
No. 12/292,769 filed Nov. 25, 2008 and published as Pub. No.
US 2009/0200661 A1 on Aug. 13, 2009.

Also, this application hereby expressly incorporates by
reference in its entirety U.S. patent application Ser. No.
10/802,049 filed Mar. 17, 2004 and published as Pub. No. US
2004/0215931 A1 on Oct. 28, 2004; U.S. patent application
Ser. No. 12/292,553 filed Nov. 20, 2008 and published as Pub.
No. US 2009/0168329 Al on Jul. 2, 2009; and U.S. patent
application Ser. No. 12/292,769 filed Nov. 25, 2008 and pub-
lished as Pub. No. US 2009/0200661 Al on Aug. 13, 2009.

Finally, this application hereby expressly incorporates by
reference in its entirety U.S. Pat. No. 6,167,428 issued 26
Dec. 2000, U.S. Pat. No. 6,725,250 issued 20 Apr. 2004, U.S.
Pat. No. 6,732,141 issued 4 May 2004, U.S. Pat. No. 7,024,
449 issued 4 Apr. 2006, U.S. Pat. No. 7,035,906 issued 25
Apr. 2006, U.S. Pat. No. 7,047,275 issued 16 May 2006, U.S.
Pat. No. 7,506,020 issued 17 Mar. 2009, U.S. Pat. No. 7,606,
854 issued 20 Oct. 2009, U.S. Pat. No. 7,634,529 issued 15
Dec. 2009, U.S. Pat. No. 7,805,756 issued 28 Sep. 2010, and
U.S. Pat. No. 7,814,233 issued 12 Oct. 2010.

Definitions and reference numerals are the same in this
application as in the above incorporated *657, °769, *049 and
’553 U.S. Applications, as well as in the above incorporated
’428,°250,°141,°449,°906, 275,020, °854,°529, 756, and
’233 U.S. Patents.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows any computer of any type or size or design,
such as a personal computer 1 and/or microchip 90 (and/or
501) or nanochip with an inner hardware-based access barrier
or firewall 50 establishing a Private Unit (or zone or compart-
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ment) 53 of the computer or microchip that is disconnected
from a Public Unit (or zone or compartment) 54 that is con-
nected to the generally insecure public Internet 3 (and/or
another, intermediate network 2 that is connected to the Inter-
net 3). FIG. 1 also shows an example embodiment of the
Private Unit 53 having at least one separate connection to at
least one separate, more secure non-Internet-connected pri-
vate network 52 for personal or local administration of a
computer such as the personal computer 1 and/or microchip
90 (and/or 501) and/or silicon wafer 1500 (or portion 1501,
1502, and/or 1503), or graphene equivalent. The number and
placement of the non-Internet-connected networks 52 and the
use of active configuration of the connection is optional.

FIG. 2 shows an example embodiment similar to that
shown in FIG. 1, including a personal computer 1 and/or
microchip 90 (and/or 501) with an inner hardware-based
access barrier or firewall 50 separating a Private Unit 53
disconnected from the Internet 3 and a Public Unit 54 con-
nected to the Internet 3, but with the Private Unit 53 and
Public Unit 54 connected only by a hardware-based access
barrier or firewall 50a, for example in the form of a secure,
out-only bus (or wire) or channel 55 (or in an alternate
embodiment, a wireless connection, including radio or opti-
cal).

FIG. 3 is an example embodiment similar to that shown in
FIG. 2, but with the Private Unit 53 and Public Unit 54
connected by a hardware-based access barrier or firewall 505
example that also includes an in-only bus or channel 56 that
includes a hardware input on/off switch 57 or equivalent
function signal interruption mechanism, including an equiva-
lent functioning circuit on a microchip or nanochip.

FIG. 4 is a similar example embodiment to that shown in
FIGS. 2 and 3, but with Private Unit 53 and Public Unit 54
connected by a hardware-based access barrier or firewall 50¢
example that also includes an output on/off switch 58 or
microcircuit equivalent on the secure, out-only bus or channel
55.

FIG. 5 shows an example embodiment of any computer
such as a first personal computer 1 and/or microchip 90 (and/
or 501) that is connected to a second computer such as a
personal computer 1 and/or microchip 90 (and/or 501), the
connection between computers made with the same hard-
ware-based access barrier or firewall 50c¢ example that
includes the same buses or channels with on/off switches or
equivalents as FIG. 4.

FIG. 6 shows an example embodiment of a personal com-
puter 1 and/or microchip 90 (and/or 501) similar to FIGS.
23 A and 23B of'the *657 application, which showed multiple
access barriers or firewalls 50 with progressively greater pro-
tection, but with hardware-based access barriers or firewalls
50c¢, 505, and 50a used successively from a inner private unit
53, to an intermediate more private unit 53', and to an inner
most private unit 532, respectively; each Private Unit 53, 53,
and 53 has at least one separate connection to at least one
separate private or limited-access network.

FIG. 7 shows a schematic illustration of a classic Von
Neumann computer hardware architecture.

FIGS. 8-14 are additional architectural schematic embodi-
ment examples of 48 the use of hardware-based access bar-
riers or firewalls 50a, 505, and 50c¢ to create multiple com-
partments, as well as secure control buses and Faraday Cages.

FIGS. 15 and 16 show a lock mechanism 51 in access
barrier/firewall 50 that enables a highly controlled method of
transferring data or code between computer or microchip
units separated by 50, such as between a Private Unit 53 and
a Public Unit 54.
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FIG. 17 A shows a buffer zone 350 without circuitry in any
process layer in the zone, which functions to prevent hidden
backdoor connections between microchip (or computer) units
separated by an access barrier/firewall 50, such as between a
Private Unit 53 and a Public Unit 54; FIG. 17B shows a cross
section of the FIG. 17A embodiment.

FIG. 18 is like FIG. 6, but shows an embodiment with the
central controller (C) positioned in Private Unit 53" and a
secondary controller (S) 32 in Private Unit 53°.

FIGS. 19 and 20 illustrate methods in accordance with the
present disclosure.

FIGS. 21A-21E show multiple firewalls 50 within a per-
sonal computer 1 or PC microchip 90.

DETAILED DESCRIPTION OF EXAMPLE
EMBODIMENTS

FIGS. 1-4, 6, 8-14 all show useful architectural example
embodiments of any computer or microchip, including a per-
sonal computer 1 and/or microchip 90 (and/or 501) or silicon
wafer (or graphene equivalent) 1500 (wafer or wafer portion
1501, 1502, and/or 1503, as described in FIGS. 19-26 and
associated text of the 553 application, which are incorpo-
rated by reference herein); tablets, smartphones, servers (in-
cluding blades) and cloud or supercomputer arrays are other
well known examples of computers. The computer shown has
an inner hardware-based access barrier or firewall 50 estab-
lishing a secure Private Unit (or zone or compartment) 53 that
is directly controlled by a user 49 (local in this example) and
disconnected by hardware-based access barrier or firewall 50
from a Public Unit (or zone or compartment) 54 that is con-
nected to the open, public and generally insecure Internet 3
and/or another, intermediate network 2; the connection of the
computer 1 (and/or 90 and/or 501 and/or 1500 or 1501, 1502,
or 1503) to the network 2 and/or Internet 3 can be wired 99 or
wireless 100.

Hardware-based access barrier or firewall 50 (or 50a, 505,
or 50c) as used in this application refers to an access barrier
that includes one or more access barrier or firewall-specific
hardware and/or firmware components. This hardware and/or
firmware configuration is in contrast to, for example, a com-
puter firewall common in the art that includes only software
and general purpose hardware, such as an example limited to
firewall-specific software running on the single general pur-
pose microprocessor or CPU of a computer.

The Internet-disconnected Private Unit 53 includes a mas-
ter controlling device (M or CC) 30 for the computer PC1
(and/or a master controller unit 93 for the microchip 90 and/or
501) that can include a microprocessor or processing unit and
thereby take the form of a general purpose microprocessor or
CPU, for one useful example, or alternatively only control the
computer as a master controller 31 or master controller unit
93' (with relatively little or no general purpose processing
power compared to the processing units or cores of the com-
puter or microchip being controlled). The user 49 controls the
master controlling device 30 (or 31 or 93 or 93") located in the
Private Unit 53 and controls both the Private Unit 53 at all
times and any part or all of the Public Unit 54 selectively, but
can peremptorily control any and all parts of the Public Unit
54 at the discretion of the user 49 through active intervention
or selection from a range of settings, or based on standard
control settings by default, using for example a secure control
bus 48 (to be discussed later). The Public Unit 54 typically
can include one or more cores or general purpose micropro-
cessors 40 or 94 and/or graphics-based microprocessors 68 or
82 that are designed for more general operations and not
limited to graphics-related operations, including very large
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numbers of either or both types of microprocessors, and
potentially including one or more secondary controllers 32, as
well as any number of specialized or single-function micro-
processors.

The inner hardware-based access barrier or firewall has the
capability of denying access to said protected portion of the
computer 1 or microchip 90 by a generally insecure public
network including the Internet, while permitting access by
any other computer in the public network including the Inter-
net to said one or more of the processing units included in the
unprotected portion of the computer 1 or microchip 90 for an
operation with said any other computer in the public network
including the Internet when the computer is connected to the
public network including the Internet. The operation can be
any computer operation whatsoever involving some interac-
tion between two computers including simply sending and/or
receiving data and also including, but not limited to, specific
examples such as searching, browsing, downloading, stream-
ing, parallel processing, emailing, messaging, file transfer-
ring or sharing, telephoning or conferencing.

More particularly, FIG. 1 shows a useful example of an
optional (one or more) private network 52, which is more
secure by being, for example, closed and disconnected from
the Internet 3 (permanently or temporarily) and/or by having
controlled access, to be used for administration and/or man-
agement and/or control of the Private Unit 53, including for
example by a business enterprise. Wired 99 connection
directly to the Private Unit 53 offers superior security gener-
ally for the closed and secure private network 52, but wireless
100 connection is a option, especially if used with a suffi-
ciently high level of encryption and/or other security mea-
sures, including low power radio signals of high frequency
and short range and/or directional, as well as frequency shift-
ing and other known wireless security measures. Access from
the private non-Internet-connected network 52 can be limited
to only a part of the Private Unit 53 or to multiple parts or to
all of the Private Unit 53.

FIG. 1 shows a computer 1 and/or microchip 90 (and/or
501 and/or 1500, 1501, 1502, or 1503) with the at least one
Public Unit 54 and the at least one Private Unit 53. The at least
one Public Unit 54 is configured for connection to the Internet
3, either directly or through at least one intermediate network
2. The at least one Private Unit 53 is disconnected from the
networks 2 and 3 by the access barrier/firewall 50 and is
connected to only a private network 52 from a network con-
nection location in the Private Unit 53. The Public Unit 54 is
connected to network 2 and/or 3 from a separate network
connection location in the Public Unit 54. Separate and dis-
tinct network connection components 98 for separate wired
99 and/or wireless 100 network connections are shown at the
at least two separate and distinct network connection loca-
tions, one location in the Private Unit (or units) 53 and the
other location in Public Unit 54 indicated in FIG. 1 and FIGS.
2-11,12-14 and 18.

Such a one or more private non-Internet-connected net-
work 52 (not connected to the open and insecure public Inter-
net 3 either directly or indirectly, such as through another,
intermediate network like an Intranet 2) can allow specifically
for use as a highly secure and closed private network for
providing administrative or management or control functions
like testing, maintenance, trouble-shooting, synchronizing
files, modifying security, or operating or application system
updates to the Private Units 53 of any computers (PC1 or
microchip 90 or 501) with one or more Public Units 54 that
are connected to a less secure local network 2, such as a
business or home network, that is connected to the public
Internet 3.
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A particularly useful business example would be adminis-
tering large numbers of local employee personal computers or
network servers, and also including large arrays (especially
blades) for cloud applications or supercomputer arrays with a
vast multitude of microprocessors or local clusters; in the
latter examples, it is possible for a centralized operator to use
the private network 52 to control, securely and directly, the
master controlling devices 30 or 31 or master controller unit
93 or 93' and associated memory or other devices in the
Private Units 53 of a multitude of servers, blades, or large
arrays or clusters of computers that are connected to the
Internet 3. A personal use example would be to use a private
network 52 to connect the private unit 53 of a personal user’s
smartphone to the private unit 53 of the user’s computer
laptop in order to update and/or synchronize data or code
between the two private units 53. To maximize security, some
or all network 52 traffic can be encrypted and/or authenti-
cated, especially if wireless 100, including with a very high
level of encryption.

In addition, in another useful example, a computer (PC1
and/or 90 and/or 501) can be configured so that the private
non-Internet-connected network 52 can have the capability to
allow for direct operational control of the Private Unit 53, and
thus the entire computer, from any location (including a
remote one), which can be useful for example for businesses
operating an array of servers like blades to host cloud opera-
tions or supercomputers with large numbers of microproces-
SOIs Or cores.

One or more access barriers or firewalls 50a, 505, or 50¢
can be located between the secure private non-Internet-con-
nected network 52 and the Private Unit 53, providing a useful
example of increased security that can be controlled using the
private network 52.

In yet another useful example, a personal user 49 can dock
his smartphone (PC1 and/or 90 and/or 501 and/or 1500, 1501,
1502, or 1503) linking through wire or wirelessly to his laptop
or desktop computer (PC1 and/or 90 and/or 501 and/or 1500,
1501, 1502, or 1503) in a network 52 connection to synchro-
nize the Private Units 53 of those two (or more) personal
computers or perform other shared operations between the
Private Units 53. In addition, the Public Units 54 of the user’s
multiple personal computers can be synchronized simulta-
neously during the same tethering process, or perform other
shared operations between the Public Units 54. Other shared
operations can be performed by the two or more linked com-
puters of the user 49 utilizing, for example, two or three or
more Private Units 53, each unit with one or more private
non-Internet connected networks 52, while two or more Pub-
lic Units 54 can perform shared operations using one or more
other networks 2, including the open and insecure Internet 3,
as shown later in FIG. 6.

Also shown in FIG. 1 for personal computer PC1 embodi-
ments is an optional removable memory 47 located in the
Private Unit 53; the removable memory 47 can be of any form
or type or number using any form of one or more direct
connections to the Private Unit 53; a thumbdrive or SD card
are typical examples, connected to USB, Firewire, SD, or
other ports located in the Private Unit 53 (or other ports or
card slots of any form), which can also be used for the physi-
cal connection to the private network 52. FIG. 1 shows as well
an optional one or more removable keys 46, of which an
access key, an ID authentication key, or an encryption and/or
decryption key are examples, also connected to the Private
Unit 53 using any form of connection, including the above
examples; both 46 and 47 can potentially be isolated from
other parts of the Private Unit 53 by access barrier(s) or
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firewall(s) 50, 50a, 505, and/or 50¢, which can use active
configuration such as field programmable gate array(s) 59.

For microchip 90 (and/or 501) embodiments, wireless con-
nection is a feasible option to enable one or more removable
memories 47 or one or more removable keys 46 (or combi-
nation of both), particularly for ID authentication and/or
access control, utilizing the same ports described above. In
addition, all or part of the Private Unit 53 of a computer PC1
and/or microchip 90 and/or 501 (or wafer 1500, 1501, 1502,
or 1501) can be removable from the remaining portion of the
same computer PC1 and/or microchip 90 and/or 501, includ-
ing the Public Unit 54; the access control barrier or firewall 50
(or 50a and/or 505 and/or 50¢) can be removable with the
Private Unit 53 or remain with Public Unit 54.

Finally, FIG. 1 shows schematically within the dashed lines
indicated the potential use anywhere in (and in any hardware
component of) computer 1 and/or microchip 90 (and/or 501
and/or 1500, 1501, 1502, or 1503) of a field programmable
gate array or arrays (FPGA) 59 (or other means of active
hardware configuration), including in the Private Unit 53, the
Public Unit 54, or the access barriers or firewalls 50, 504, 505,
and/or 50¢ that are shown in FIGS. 2-6 and later figures, and
including any such barriers or firewalls located between the
Private Unit 53 and either the secure private network 52 as
shown in FIG. 1 or networks 52, 52", or 52 as shown in FIG.
6, for example. The field programmable gate array(s) 59 can
be controlled by the master controlling device 30 or 93 or 31
or 93* using a secure control bus 48, as discussed and shown
later in this application. By using FPGA 59 thus controlled
securely by the central controller, the access barrier(s) or
firewall(s) can be changed at any time, such as from 50q to
505 or 50¢ or any other change (these new access barriers or
firewalls will be discussed in later figures), for example. In
addition, FPGA 59 can also change, for example, any of the
circuitry in the Private Unit 53 of computer 1 or microchip 90
or 501 (or any other part) while keeping any new such hard-
ware configuration from view or control of any network
intruders that may have gained access to the Public Unit 54.
Similarly, the FPGA 59 in the Public Unit 54 can be con-
trolled to show one hardware configuration for a while and
then securely change it to any other hardware configuration
(such as altering access to ports or network connections, for
example), either randomly or proactively or in response to a
malware attack, by rebooting the new hardware configuration
under control of the secure central controlling device in the
Private Unit 53 of the microchip or computer and using the
secure control bus 48. In this way, a secure dynamic and
proactive hardware defense for computers and microchips is
possible for the first time. Other useful examples of the poten-
tial for use anywhere in computers 1 and/or microchips 90
(and/or 501 and/or 1500, 1501, 1502, or 1503) of a field
programmable gate array or arrays (FPGA) 59 (or other
means of active hardware configuration) is shown schemati-
cally in FIGS. 6,9, and 11-17 and can be used in a similar way
in FIGS. 2-6 as well.

FIG. 2 shows an example embodiment that, in terms of
communication between the two Units, the Private Unit 53
and Public Unit 54 are connected only by an inner hardware-
based access barrier or firewall 50a in the form of a secure,
out-only bus (or wire) or channel 55 that transmits data or
code that is output from the Private Unit 53 to be input to the
Public Unit 54. The user 49 controls the Private Unit 53-lo-
cated master controlling device 30 (or 31 or 93 or 93'), which
controls all traffic on the secure out-only bus or channel 55.
Connections between the user 49 and the master controlling
device 30 (or 31 or 93 or 93'), as well as between the master
controlling device 30 (or 31 or 93 or 93') and any component
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controlled by it, can be for example hardwired on a mother-
board (and/or executed in silicon on a microchip 90 and/or
501) to provide the highest level of security.

In the example shown in FIG. 2, there is no corresponding
in-only bus or channel 56 transmitting data or code that is
output from the Public Unit 54 to be input to the Private Unit
53. By this absence of any bus or channel into the Private Unit
53, all access from the Internet 3 or intervening network 2 to
the Private Unit 53 is completely blocked on a permanent
basis. Another example is an equivalent wireless connection
between the two Units would require a wireless transmitter
(and no receiver) in the Private Unit 53 and a receiver (and no
transmitter) in the Public Unit 54, so the Private Unit 53 can
only transmit data or code to the Public Unit 54 and the Public
Unit 54 can only receive data or code from the Private Unit 53
(all exclusive of external wireless transmitters or receivers of
the PC1 and/or microchip 90 and/or 501).

The Private Unit 53 can include any non-volatile memory,
of'which read-only memory and read/write memory of which
flash memory (and hard drives and optical drives) are
examples, and any volatile memory, of which DRAM (dy-
namic random access memory) is one common example.

An equivalent connection, such as a wireless (including
radio and/or optical) connection, to the out-only bus or chan-
nel 55 between the two Units 53 and 54 would require at least
one wireless transmitter in the Private Unit 53 and at least one
receiver in the Public Unit 54, so the Private Unit 53 can
transmit data or code to the Public Unit 54 only (all exclusive
of external wireless transmitters or receivers of the PC1 and/
or microchip 90 and/or 501).

An architecture for any computer or microchip (or nano-
chip) can have any number of inner hardware-based access
barriers or firewalls 50a arranged in any configuration.

FIG. 2 also shows an example embodiment of a firewall 50
located on the periphery of the computer 1 and/or microchip
90 (and/or 501) controlling the connection between the com-
puter and the network 2 and Internet 3; the firewall 50 can be
hardwire-controlled directly by the master controlling device
30 (or 31 or 93 or 93"), for example.

FIG. 3 is a similar useful architectural example embodi-
ment to that shown in FIG. 2, but with the Private Unit 53 and
Public Unit 54 connected in terms of communication of data
or code by an inner hardware-based access barrier or firewall
505 example that includes a secure, out-only bus or channel
55. The connection between units also includes an in-only bus
or channel 56 that is capable of transmitting data or code that
is output from the Public Unit 54 to be input into the Private
Unit 53, strictly controlled by the master controller 30 (and/or
31 and/or 93 and/or 93') in the Private Unit 53. The in-only
bus or channel 56 includes an input on/off switch (and/or
microchip or nanochip circuit equivalent) 57 that can break
the bus 56 Public to Private connection between Units, the
switch 57 being controlled by the Private Unit 53-located
master controlling device 30 (or 31 or 93 or 93'), which also
controls all traffic on the in-only bus or channel 56; the control
can be hardwired.

For one example, the master controller 30 (or 31 or 93 or
93") can by default use the on/off switch and/or micro-circuit
(or nano-circuit) equivalent 57 to break the connection pro-
vided by the in-only bus or channel 56 to the Private Unit 53
from the Public Unit 54 whenever the Public Unit 54 is
connected to the Internet 3 (or intermediate network 2). In an
alternate example, the master controller 30 (or 31 or 93 or 93")
can use the on/off switch and/or micro or nano-circuit equiva-
lent 57 to make the connection provided by the in-only bus or
channel 56 to the Private Unit 53 only when very selective
criteria or conditions have been met first, an example of which
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would be exclusion of all input except when encrypted and
from one of only a few authorized (and carefully authenti-
cated) sources, so that Public Unit 54 input to the Private Unit
53 is extremely limited and tightly controlled from the Private
Unit 53.

Another example is an equivalent connection, such as a
wireless (including radio and/or optical) connection, to the
in-only bus or channel 56 with an input on/off switch 57
between the two Units 53 and 54 would require at least one
wireless receiver in the Private Unit 53 and at least one trans-
mitter in the Public Unit 54, so the Private Unit 53 can receive
data or code from the Public Unit 54 while controlling that
reception of data or code by controlling its receiver, switching
it either “on” when the Public Unit 54 is disconnected from
external networks 2 and/or 3, for example, or “off” when the
Public Unit 54 is connected to external networks 2 and/or 3
(all exclusive of external wireless transmitters or receivers of
the PC1 and/or microchip 90 and/or 501).

An architecture for any computer and/or microchip (or
nanochip) can have any number of inner hardware-based
access barriers or firewalls 505 arranged in any configuration.

FIG. 4 is a similar useful architectural example embodi-
ment to that shown in FIGS. 2 and 3, but with Private Unit 53
and Public Unit 54 connected in terms of communication of
data or code by an inner hardware-based access barrier or
firewall 50c example that also includes an output on/off
switch and/or microcircuit equivalent 58 on the secure out-
only bus or channel 55, in addition to the input on/off switch
and/or microcircuit (or nano-circuit) equivalent 57 on the
in-only bus or channel 56.

The output switch or microcircuit equivalent 58 is capable
of disconnecting the Public Unit 54 from the Private Unit 53
when the Public Unit 54 is being permitted by the master
controller 30 (or 31 or 93 or 93') to perform a private operation
controlled (completely or in part) by an authorized third party
user from the Internet 3, as discussed previously by the appli-
cant relative to FIG. 17D and associated textual specification
of'the *657 application incorporated above. The user 49 using
the master controller 30 (or 31 or 93 or 93') always remains in
preemptive control on the Public Unit 54 and can at any time
for any reason interrupt or terminate any such third party-
controlled operation. The master controller 30 (or 31 or 93 or
93") controls both on/off switches 57 and 58 and traffic (data
and code) on both buses or channels 55 and 56 and the control
can be hardwired.

Another example is an equivalent connection, such as a
wireless connection, to the in-only bus or channel 56 and
out-only bus or channel 55, each with an on/off switch 57 and
58 between the two Units 53 and 54, would require at least
one wireless transmitter and at least one receiver in the Private
Unit 53, as well as at least one transmitter and at least one
receiver in the Public Unit 54, so the Private Unit 53 can send
or receive data or code to or from the Public Unit 54 by
directly controlling the “on” or “off” state of its transmitter
and receiver, controlling that flow of data or code depending,
for example on the state of external network 2 or Internet 3
connection of the Public Unit 54 (again, all exclusive of
external wireless transmitters or receivers of the PC1 and/or
microchip 90 and/or 501).

The buses 55 and/or 56 can be configured to transport
control and/or data and/or code between the Units (or any
components thereof) of a computer and/or microchip; and
there can be separate buses 55 and/or 56 for each of control
and/or data and/or code, or for a combination of two of control
or data or code.
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An architecture for any computer and/or microchip (or
nanochip) can have any number of inner hardware-based
access barriers or firewalls 50¢ arranged in any configuration.

FIG. 5 shows an architectural example embodiment of a
first computer (personal computer 1 and/or microchip 90
and/or 501 or wafer 1500, or 1501, 1502, or 1503) function-
ing as a Private Unit 53' that is connected to at least a second
computer (or to a multitude of computers, including personal
computers 1 and/or microchips 90 and/or 501 or 1500, 1501,
1502, or 1503) functioning as a Public Unit or Units 54'. The
connection between the private computer 53' and the public
computer or computers 54' is made including the same inner
hardware-based access barrier or firewall 50¢ architecture
that includes the same buses and channels 55 and 56 with the
same on/off switches 57 and 58 as previously described above
in the FIG. 4 example above and can use the same hardwire
control. Alternatively, inner hardware-based access barriers
or firewalls 50a or 505 can be used. In addition, inner hard-
ware-based access barriers or firewalls 50a, 505, and 50¢ can
be used within the first and/or second computers.

The connection between the first and second computer can
be any connection, including a wired network connection like
the Ethernet, for example, or a wireless network connection,
similar to the examples described above in previous FIGS.
2-4. In the Ethernet example, either on/off switch 57 or 58 can
be functionally replaced like in a wireless connection by
control of an output transmitter or an input receiver on either
bus or channel 55 or 56; the transmitter or receiver being
turned on or off, which of course amounts functionally to
mere locating the on/off switches 55 or 56 in the proper
position on the bus or channel 55 or 56 to control the appro-
priate transmitter or receiver, as is true for the examples in
previous figures.

FIG. 6 shows a useful architectural example embodiment
of'any computer (a personal computer 1 and/or microchip 90
and/or 501 or wafer 1500, 1501, 1502, or 1503) similar to
FIGS. 23 A and 23B of the *657 application incorporated by
reference above, which showed multiple inner firewalls 50
with progressively greater protection. FIG. 6 shows an
example of an internal array of inner hardware-based access
barriers or firewalls 50¢, 505, and 504 (described in previous
FIGS. 2-4 above) used in a specific sequence between a public
unit 54 and a first private unit 53, between the first private unit
53 and a more private second unit 53', and between the more
private second unit 53' and a most private third unit 532,
respectively.

In addition, FIG. 6 shows a useful architectural example
embodiment of one or more master controllers C (30 or 93) or
master controllers-only (31 or 93') located in the most private
unit 53°, with one or more microprocessors or processing
units or “cores” S (40 or 94) (and/or 68 or 82) located in the
more private unit 53!, in the private unit 53, and in the public
unit 54. Each of the microprocessors or processing units or
cores S can have at least one secondary controller 32 with
which it can be integrated, for example.

The microprocessors S (or processing units or cores) can
be located in any of the computer units, but the majority in a
many core architecture can be in the public unit to maximize
sharing and Internet use. Alternatively, for computers that are
designed for more security-oriented applications, a majority
of'the microprocessors S (or processing units or cores) can be
located in the private units; any allocation between the public
and private units is possible. Any other hardware, software, or
firmware component or components can be located in the
same manner as are microprocessors S (or master controllers-
only C) described above.
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The one or more master controlling device (M) 30 or mas-
ter controller unit 93 (or 31 or 93'), sometimes called the
central controller (CC) or central processing unit (CPU), can
be usefully located in any Private Unit 53, including for
example as shown in FIG. 6 in Private Unit 532, or in Private
Units 53' or 53, such as utilizing one of the secondary con-
trollers (S) 32 (40 or 94) as the master controller (M or CC),
either on a permanent or temporary basis. Particularly on a
temporary basis, the master controller (M or CC) can move
from one location to another, such as moving from a less
private unit 53 to a more private Unit 53' or to a most private
Unit 532 in response for example to an increased level in the
threat environment or to a direct malware attack, respectively.
Such movement can be effected simply by designation or
assignment by a user 49 or through the Private Network 52,
for example. It is even possible to locate the master controller
(M or CC) in at least part of the Public Unit 54, including for
example when it has its own access barrier or firewall 50
(including 504, 505, and/or 50¢), as shown in FIG. 13, and/or
when booted in a controlled manner from a Private Unit 53,
on a temporary or permanent basis, such as for example when
used in a particularly secure environment. Such movement of
M or CC noted above can also be effected by field program-
mable gate array or arrays (FPGA) or another form of active
hardware configuration. The existing increasing use of mul-
tiple or many microprocessors in computers from smart-
phones to huge server arrays and supercomputers, in the form
of'multiple or many processor (CPU) microchips and/or in the
form of multiple or many “cores” on a processor microchip,
facilitates the easy movement of the master or central con-
troller (M or CC) within a computer 1 and/or microchip 90
(and/or 501 and/or 1500, 1501, 1502, or 1503), since the M or
CC can easily be moved from one general purpose processor
microchip to another and/or from one general purpose core to
another (and/or potentially between hybrid graphics micro-
chips or cores). FIG. 18 is like FIG. 6, but shows an example
embodiment with the central controller (C) positioned in
Private Unit 53" and a secondary controller (S) 32 in Private
Unit 532, temporarily or permanently.

An architecture for any computer and/or microchip or
nanochip can have any number of inner hardware-based
access barriers or firewalls 50a and/or 505 and/or 50c
arranged in any combination or configuration.

As shown in FIG. 6, the private non-Internet network 52,
which was discussed previously relative to FIG. 1, can consist
in an example embodiment of more than one network, with
each additional non-Internet network 52 being used to con-
nect Private Units 53, 53", and 53 of one computer and/or
microchip to separate non-Internet networks 522, 52* and 52,
respectively, and that are connected to Private Units 537, 53,
and 53, respectively, of other computers and/or microchips.
That is, each computer and/or microchip Private Unit 53,
53!, and 53 can have its own separate, non-Internet network
522,52', and 52, respectively, and so that any Private Unit can
be connected to other computer PC1 and/or microchip 90
(and/or 501) units of the same level of security; any Private
Unit can also be subdivided into subunits of the same level of
security. This is a useful embodiment example for making
relatively local connections from business or home networks
and scales up to large business servers, cloud, or supercom-
puters applications. The connections can be wired or wireless
and local or non-local.

Similarly, a computer PC1 and/or microchip 90 or 501
Public Unit 54 can be subdivided into a number of different
levels of security, for example, and each subdivided Public
Unit 54 can have a separate, non-Internet connected network
52; and a subdivided Public Unit 54 can be further subdivided
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with the same level of security. In addition, any hardware
component (like a hard drive or Flash memory device (and
associated software or firmware), within a private (or public)
unitof a given level of security can be connected by a separate
non-Internet network 52 to similar components within a pri-
vate (or public) unit of the same level of security.

Any configuration of access barriers or firewalls 50a and/or
505 and/or 50c¢ can be located between any of the private
non-Internet-connected networks 522, 52!, and 52, and the
Private Units 532, 53', and 53, respectively, providing a use-
ful example of increased security control as shown in FIG. 6.

Also shown in the example embodiment of FIG. 6, each
Private Unit 537, 53*, and 53 can have one or more ports (or
connections to one or more ports), like for a USB connection
to allow for the use of one or more optional removable access
and/or encryption or other keys 46, and/or one or more
optional removable memory (such as a USB Flash memory
thumbdrive) or other device 47, both of which as discussed
previously in the text of FIG. 1, which example can also have
one or more ports for either 46 and/or 47 and/or other device.
The Public Unit 54 can also have one or more of any such
removable devices, or ports like a USB port to allow for them.

Any data or code or system state, for example, for any
Public or Private Unit 54 or 53 can be displayed to the per-
sonal user 49 and can be shown in its own distinctive color or
shading or border (or any other visual or audible distinctive
characteristic, like the use of flashing text). FIG. 6 shows an
example embodiment of different colors indicated for each of
the Units.

For embodiments requiring a higher level of security, it
may be preferable to eliminate permanently or temporarily
block (by default or by user choice, for example) the non-
Internet network 527 and all ports or port connections in the
most private unit 53°.

The public unit 54 can be subdivided into an encrypted area
(and can include encryption/decryption hardware) and an
open, unencrypted area, as can any of the private units 53; in
both cases the master central controller 30, 31, 93, or 93' can
control the transfer of any or all code or data between an
encrypted area and an unencrypted area considering factors
such authentication.

Finally, FIG. 6 shows the potential use anywhere in com-
puters 1 and/or microchips 90 (and/or 501 and/or 1500, 1501,
1502, or 1503) of a field programmable gate array or arrays
(FPGA or other means of active hardware configuration) 59,
as described under FIG. 1.

The invention example structural and functional embodi-
ments shown in the above described FIGS. 1-6, as well as the
following FIGS. 7-16 and the associated textual specification
of this application all most directly relate to the example
structural and functional embodiments of the inner firewall 50
described in FIGS. 10A-10D, 10J-10Q, 17A-17D, 23A-23E,
24,25A-25D and 27A-27G, and associated textual specifica-
tion, of the above *657 application incorporated by reference.

FIG. 7 shows the fundamental security problem caused by
the Internet connection to the classic Von Neumann computer
hardware architecture that was created in 1945. At that time
there were no other computers and therefore no networks of
even the simplest kind, so network security was not a consid-
eration in its fundamental design, which is unsafe for use
when connected to an open insecure public network of enor-
mous scale, such as the Internet.

FIGS. 8-14 are useful architectural example embodiments
of the inner hardware-based access barriers or firewalls 50a,
505, and 50c.

FIG. 8 shows a useful example embodiment of the appli-
cant’s basic architectural solution to the fundamental security
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problem caused by the Internet, the solution being to protect
the central controller of the computer with an inner firewall 50
controlling access by the Internet, as discussed in detail in
FIGS. 10A-10D and 10J-10Q), and associated textual speci-
fication of the *657 application, those specific drawing and
text portions of which are incorporated by reference in this
application; they were discussed as well as earlier in this
application. FIG. 8 and subsequent figures describe example
embodiments of a number of specific forms of an inner hard-
ware-based access barrier or firewall 50, such as access bar-
riers or firewalls 50a and/or 505 and/or 50c¢ as described
previously in this application; the number and potential con-
figurations of access barriers or firewalls 50a and/or 505
and/or 50¢ within any computer, such as computer PC 1
and/or microchip 90 (and/or 501) is without any particular
limit.

FIG. 9 is a similar embodiment to FIG. 8, but also showing
a useful architectural example of a central controller inte-
grated with a microprocessor to form a conventional general
purpose microprocessor or CPU (like an Intel x86 micropro-
cessor, for example). FIG. 8 also shows a computer PC1
and/or microchip 90 and/or 501 with many microprocessors
or cores.

Finally, FIG. 9 shows the potential use anywhere in com-
puters 1 and/or microchips 90 (and/or 501 and/or 1500, 1501,
1502, or 1503) of a field programmable gate array or arrays
(FPGA) 59 (or other means of active hardware configuration),
as described under FIG. 1.

FIG. 10 is the same embodiment as FIG. 9, but also shows
a major functional benefit of the applicant’s access barrier or
firewall 50a, 505, and 50c¢ invention, which is to enable a
function to flush away Internet malware by limiting the
memory access of malware to DRAM 66 (dynamic random
access memory) in the Public Unit 54, which is a useful
example of a volatile memory that can be easily and quickly
erased by power interruption. The flushing function use of a
firewall 50 was discussed earlier in detail in FIGS. 25A-25D
and associated textual specification of the *657 application
and those specific drawing and text portions of the 657
application are incorporated by reference herein. After being
flushed, the Public Unit 54 can be rebooted from the Private
Unit 53 by the central controller using the secure control bus
48 to be discussed and shown later.

FIG. 11 is a useful example embodiment similar to FIG. 6
and shows that any computer or microchip can be partitioned
into many different layers of public units 54 and private units
53 using an architectural configuration of access barriers or
firewalls 50a, 505, and 50c¢; the number and arrangement of
potential configurations is without any particular limit; and
the number of microprocessors 40 or 94 and/or 68 or 82 in the
public unit 53 can be potentially any number, including 1 or 2
or3oratleast4 or8or16or32or64 or 128 or 256 or 512 or
1024 or many more, as could potentially be the case in prior
or subsequent figures. The partition architecture provided by
firewalls 50 was discussed earlier in detail in FIGS. 23A-23B
and associated textual specification of the *657 application
and those specific drawing and text portions are incorporated
by reference herein.

Finally, FIG. 11 shows the potential use anywhere in com-
puters 1 and/or microchips 90 (and/or 501 and/or 1500, 1501,
1502, or 1503) of a field programmable gate array or arrays
(FPGA) 59 (or other means of active hardware configuration),
as described under FIG. 1.

FIG. 12 is another useful architectural example embodi-
ment of the layered use of access barriers or firewalls 50, 50c,
5054, and 50¢ based on a kernel or onion structure; the number
of potential configurations including relative to layers or
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types of access barriers or firewalls is without any particular
limit. This structure was discussed in detail relative to fire-
walls 50 in FIGS. 23D-23E and associated textual specifica-
tion of the *657 application and those specific drawing and
text portions are incorporated by reference herein.

FIG. 12 also shows the potential use anywhere in comput-
ers 1 and/or microchips 90 (and/or 501 and/or 1500, 1501,
1502, or 1503) of a field programmable gate array or arrays
(FPGA) 59 (or other means of active hardware configuration),
as described under FIG. 1.

FIG. 13 is a useful architectural example embodiment
showing the presence of many FI1G. 12 example embodiments
with layered access barriers or firewalls 50a, 505, and 50c¢
structures on all of the many hardware, software, and/or firm-
ware components of a computer; the number of FIG. 12
embodiments or their potential configurations including rela-
tive to layers or types of access barriers or firewalls is without
any particular limit in either the private unit 53 or the public
unit 54 of any computer or microchip. The many layered
kernels structure was discussed in more detail in FIG. 23C
and associated textual specification of the *657 application
and those specific drawing and text portions are incorporated
by reference earlier. Note that any subcomponent or kernel of
the FIG. 12 example embodiment can be protected by a hard-
ware-based access barrier 50a (or 505 or 50c¢ or 50), a secure,
out-only bus or channel 55, and therefore can for example be
effectively disconnected from any input from any network,
including either the secure private network 52 and the inse-
cure public network including the Internet 3.

FIG. 13 shows the potential use anywhere in computers 1
and/or microchips 90 (and/or 501 and/or 1500, 1501, 1502, or
1503) of a field programmable gate array or arrays (FPGA) 59
(or other means of active hardware configuration), as
described under FIG. 1.

FIG. 14 is a useful architectural example embodiment
similar to FIG. 13, but also showing the computer PC1 and/or
microchip 90 and/or 501 surrounded by a Faraday Cage 300;
the number of potential similar configurations is without any
particular limit. This use of Faraday Cages 300 was discussed
in detail in FIGS. 27A-27G and associated textual specifica-
tion of the *657 application and those specific drawing and
text portions are incorporated by reference herein.

FIG. 14 shows a useful example embodiment of a Faraday
Cage 300 surrounding completely a computer PC1 and/or
microchip 90 and/or 501. The Faraday Cage 300 can be
subdivided by an example partition 301 to protect and sepa-
rate the Private Unit 53 from the Public Unit 54, so that the
Private Unit 53 is completely surrounded by Faraday Cage
300" and Public Unit 54 is completely surrounded by Faraday
Cage 3007, in the example embodiment shown. Each unit can
alternatively have a discrete Faraday Cage 300 of its own,
instead of partitioning a larger Faraday Cage 300 and the
surrounding of a Unit can be complete or partial. Any number
or configuration of Faraday Cages can be used in the manner
shown generally in FIG. 14, including a separate Faraday
Cage for any hardware component of the computer or micro-
chip. The Faraday Cages can provide protection against an
external electromagnetic pulse, including massive ones, and
against external surveillance or internal surveillance includ-
ing between private and public portions of a computer and/or
microchip or nanochip.

Finally, FIG. 14 shows the potential use anywhere in com-
puters 1 and/or microchips 90 and/or 1500, 1501, 1502, or
1503 of a field programmable gate array or arrays (FPGA) 59
(or other means of active hardware configuration), as
described under FIG. 1.
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The example embodiments shown in FIGS. 1-4, 6-11, and
13-19 are a computer of any sort, including a personal com-
puter PC1; or a microchip 90 or 501, including a micropro-
cessor or a system on a chip (SoC) such as a personal com-
puter on a microchip 90; or a combination of both, such as a
computer with the architecture shown in FIGS. 1-4, 6-11, and
13-19, the computer also including one or more microchips
also with the architecture shown in FIGS. 1-4, 6-11, and
13-19.

The Public Unit 54 shown in FIGS. 1-6, 8-11, and 13-17
can be used in a useful embodiment example to run all or a
part of any application (or “apps”) downloaded from the
Internet or Web, such as the example of any of the many
thousands of apps for the Apple iPhone that are downloaded
from the Apple Apps Store, or to run applications that are
streamed from the Internet or Web. Similarly, all or part of a
video or audio file like a movie or music that would otherwise
be protected by digital management rights can be downloaded
or streamed from the Web and played in the Public Unit 54 for
viewing and/or listening be the computer user 49, while at the
same time that user 49 has no control over the Public Unit 54
to copy the protected files since he can be denied access to
those functions during the download or streaming.

Some or all personal data pertaining to a user 49 can be kept
exclusively on the user’s computer PC1 and/or microchip 90
and/or 501 for any cloud application or app to protect the
privacy of the user 49 (or kept non-exclusively as a back-up),
unlike conventional cloud apps, where the data of a personal
user 49 is kept in the cloud. In existing cloud architectures,
user data is separated and protected only by software, not
hardware, and there can be potentially shared intentionally or
carelessly compromised without authorization by or knowl-
edge of the personal user 49. In effect, the Public Unit 54 can
function as a safe and private local cloud, with personal files
can be operated on there using cloud apps downloaded from
acloud web site and those personal files can be retained in the
Private Unit 53 after the operation is completed. All or part of
an app can also potentially be downloaded or streamed to one
or more Private Units, including 532, 53", and 53, and retained
or used for local operations either in the Private Unit or in a
Public Unit, in the manner that apps are currently.

Privacy in conventional clouds can also be significantly
enhanced using the inner hardware-based access barriers or
firewalls 50a and/or 506 and/or 50¢ described in this appli-
cation, since each individual or corporate user of the cloud
can be assured that their data is safe because it can be physi-
cally separated and segregated by hardware, instead of by
software alone, as is the case currently.

Similarly, the example embodiment of FIG. 6 shows a
computer and/or microchip Public Unit 54 and Private Units
53, 53!, and 532, each with a separate Faraday Cage. 300%,
3003, 3002, and 300", respectively, that are create using par-
titions 301¢, 301, and 301¢, respectively. Any Public Unit 54
or Private Unit 53 can be protected by its own Faraday Cage
300. The Faraday Cage 300 can completely or partially sur-
round the any Unit in two or three dimensions.

FIGS. 8-11 and 13-14 also show example embodiments of
a secure control bus (or wire or channel) 48 that connects the
master controlling device 30 (or 31) or master control unit 93
(or 93") or central controller (as shown) with the components
of'the computer PC1 and/or microchip 90 and/or 501, includ-
ing those in the Public Unit 54. The secure control bus 48
provides hardwired control of the Public Unit 54 by the cen-
tral controller in the Private Unit 53. The secure control bus 48
can be isolated from any input from the Internet 3 and/or an
intervening other network 2 and/or from any input or moni-
toring from any or all parts of the Public Unit 54. The secure
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control bus 48 can provide and ensure direct preemptive
control by the central controller over any or all the compo-
nents of the computer, including the Public Unit 54 compo-
nents. The secure control bus 48 can, partially or completely,
coincide or be integrated with the bus 55, for example. The
secure control bus 48 is configured in a manner such that it
cannot be affected, interfered with, altered, read or written to,
or superseded by any part of the Public Unit 54 or any input
from the Internet 3 or network 2, for example. A wireless
connection can also provide the function of the secure control
bus 48 a manner similar to that describing wireless connec-
tions above in FIGS. 2-6 describing buses 55 and 56.

The secure control bus 48 can also provide connection for
the central controller to control a conventional firewall or for
example access barrier or firewall 50¢ located on the periph-
ery of the computer or microchip to control the connection of
the computer PC1 and/or microchip 90 and/or 501 to the
Internet 3 and/or intervening other network 2.

The secure control bus 48 can also be used by the master
central controller 30, 31, 93, or 93' to control one or more
secondary controllers 32 located on the bus 48 or anywhere in
the computer PC1 and/or microchip 90 and/or 501, including
in the Public Unit 54 that are used, for example, to control
microprocessors or processing units or cores S (40 or 94)
located in the Public Unit 54. The one or more secondary
controllers 32 can be independent or integrated with the
microprocessors or processing units or cores S (40 or 94)
shown in FIGS. 9 and 11 above, for example; such integrated
microprocessors can be a special purpose design or a com-
mon general purpose microprocessors like an Intel x86
microprocessor, for example.

FIG. 15 is an enlargement of the upper central portion of
FIG. 1 showing a computer 1 and/or microchip 90 (and/or 501
and/or 1500, 1501, 1502, or 1503) and also shows a lock
mechanism 51 in at least one hardware-based access barrier/
firewall 50 for the transfer of data or code between units
separated by access barrier/firewall 50, such as between the
Private Unit 53 and the Public Unit 54.

FIG. 15 shows at least one random access memory RAM
66, which includes any volatile RAM, of which DRAM is a
common example; volatile RAM 1is particularly useful
because of its speed and ease of erase, such as by power
interruption. The at least one RAM 66 component is located
in the access barrier/firewall 50 and is connected to both units
like the Public and Private Units 54 and 53 separated by the
access barrier/firewall 50; the connection can be made, for
example, by a bus, which can be unidirectional like 55 and 56
discussed in previous figures, or bidirectional like 55/56
shown in FIG. 15.

As shown, the access barrier/firewall lock mechanism 51
includes at least one switch 58 that is located between the
RAM 66 component and the Public Unit 54 and is shown in
the open position so that transmission of data and/or code is
interrupted or blocked between RAM 66 and Public Unit 54.
In addition, the lock mechanism 51 includes at least one
switch 57 that is located between the RAM 66 component and
the Private Unit 53 and is shown in the closed position so that
the transmission of data and/or code is enabled between RAM
66 and Private Unit 53.

FIG. 15 shows the first state of what is an either/or condi-
tion of the access barrier/firewall lock mechanism 51. In the
first state shown, data and/or code can be transmitted between
the at least one RAM 66 component and the Private Unit 53 in
either or both directions, but is blocked in both directions
between the RAM 66 component and the Public Unit 54.

Finally, FIG. 15 shows the potential use anywhere in com-
puters 1 and/or microchips 90 and/or 1500, 1501, 1502, or
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1503 of a field programmable gate array or arrays (FPGA) 59
(or other means of active hardware configuration), as
described under FIG. 1.

FIG. 16 is like FIG. 15 and shows the at least one access
barrier/firewall lock mechanism 51, but shows the opposite
condition of both switches 57 and 58 from that shown in FIG.
15. Switch 57 is shown in the open position so that the
transmission of data and/or code is interrupted or blocked
between RAM 66 and the Private Unit 53. Switch 58 is shown
in the closed position so that the transmission of data and/or
code is enabled between RAM 66 and the Public Unit 54.

FIG. 16 thus shows the second state of the either/or condi-
tion of the access barrier/firewall lock mechanism 51. In the
second state shown, data and/or code can be transmitted
between the RAM 66 component and the Public Unit 54 in
either or both directions, but is blocked in either direction
between the RAM 66 component and the Private Unit 53.

The access barrier/firewall lock mechanism 51 can include
any number of the RAM 66 components, buses 55, 56, or
55/56, and switches 57 and 58 in any useful configuration in
any of the access barriers/firewalls 50 shown in other figures
of'this application or in the applicant’s previous related appli-
cations and patents that have been incorporated by reference.
Any other components of the computer or microchip can also
be incorporated temporarily or permanently in any lock
mechanism 51 to provide additional useful functions. Any or
all of the components of the lock mechanism can be con-
trolled through the secure control bus 48.

In a general way, the lock mechanism 51 example shown in
FIGS. 15 and 16 functions like a canal lock, which enable
canal boats to avoid natural river rapids and instead be safely
raised or lowered to different canal water levels by opening a
first canal gate to allow a boat to enter at, for example, a lower
water level and then shutting that first gate. Water is then
allowed to enter the canal lock from the second gate, which
holds back a higher level of water on the other side of the canal
lock and which was shut when the boat first entered the canal
lock. When a sufficient amount of water has entered the lock
so that the water level is as high as that outside the second
gate, the second gate can be opened to allow the boat to
continue at the higher water level.

So in a manner like the canal lock allowing a boat to safely
move between different water levels of a canal, the access
barrier/firewall lock mechanism 51 allows data and/or code to
move in a safely controlled fashion between different hard-
ware-based security levels in a microchip or computer. The
lock mechanism 51 allows data and/or code to be transmitted
between different levels of microchip 90 (or computer 1 hard-
ware) security, such as between a Public Unit 54 and a Private
Unit 53, in a manner of transmission that can be controlled by
the master controlling mechanism of the computer 1 and/or
microchip 90 (and/or 501, and/or 1500, 1501, 1502, or 1503)
using the secure control bus 48, for example.

The at least one lock mechanism 51 can provide other
advantageous embodiments besides the either/or state
described above, but the either/or state embodiment of the
lock mechanism 51 described in FIGS. 15 and 16 does pro-
vide the definite benefit of allowing one and only one of either
the Public Unit 54 or the Private Unit 53 to read and/or write
to the RAM 66 component of the access barrier/firewall 50 at
any given time, thus provide a high degree of secure control.
No simultaneous access by both Units 53 and 54 would be
possible with the locking mechanism 51 operating on the
either/or state example shown.

The one or more access barrier/firewall lock mechanism 51
can include other computer or microchip components besides
the one or more RAM 66 component shown that are useful to

10

15

20

25

30

40

45

50

55

60

65

20

fulfill the lock mechanism’s general function, as well as to
provide other security functions between units such as
screening or testing data and/or code to be transmitted
between units.

The RAM 66 component of the lock mechanism 51 shown
in FIGS. 15 and 16 can be controlled using the secure control
bus 48, including through the memory controller of the RAM
66 component.

Finally, FIG. 16 shows the potential use anywhere in com-
puters 1 and/or microchips 90 and/or 1500, 1501, 1502, or
1503 of a field programmable gate array or arrays (FPGA) 59
(or other means of active hardware configuration), as
described under FIG. 1.

FIG. 17A is similar to FIGS. 15 and 16 and shows one or
more buffer zones 350 that functions like a DMZ (demilita-
rized zone) or moat between a Public Unit 54 and an access
barrier/firewall 50; it is a physical barrier forming a boundary
or zone without circuitry between Public and Private Units 54
and 53 so that any potential backdoor connections cannot be
disguised in within a highly complex pattern of circuitry on a
microchip (or motherboard of a computer, such as a smart
phone, tablet computer, or personal computer); except for
interruptions for authorized connections like the at least one
secure control bus 48 (or buses 55, 56 or 55/56), an otherwise
continuous boundary completely separating two units, such
as the Units 54 and 53, provides the highest level of security.
FIG. 17B shows a cross section of the FIG. 17A embodiment.

The at least one buffer zone 350 can be used, for example,
with benefit in either or both of the floorplan or integrated
circuit layout of a microchip 90 (and/or 501 and/or 1500,
1501, 1502, or 1503), but the buffer zone 350 provides a
particularly significant security enhancement particularly
when used in the physical design of a microchip 90 (and/or
501 and/or 1500, 1501, 1502, or 1503). One or more buffer
zones 350 can be configured to provide a sufficient vacant
space between the integrated circuits of the Public Unit 54
and the access barrier/firewall 50 (including the 50a, 505, or
50¢ examples) to ensure that no “backdoor” connections exist
between any portions of the Public Unit 54 and the Private
Unit 53, or between any two portions of the microchip 90
(and/or 501 and/or 1500, 1501, 1502, or 1503) that are sepa-
rated by an access barrier/firewall 50). The one or more buffer
zones 350 can also be used in the same or similar manner in
the motherboard of a computer.

Besides the absence of integrated circuitry, the one or more
buffer zones 350 can usefully be configured in three dimen-
sions so that, somewhat like a moat or an indentation, it can
interrupt multiple layers of the microchip process used in
making the microchip 90 (and/or 501 and/or 1500, 1501,
1502, or 1503), including 3D designs, so that there are no
backdoor connections between the Public Unit 54 and the
access barrier/firewall 50 (or any other units separated by an
access barrier/firewall 50); a continuous boundary com-
pletely separating all microchip process layers between two
units, such as the Units 54 and 53, provides the highest level
of security.

The one or more buffer zones 350 can be of any number or
configured in any size or shape or space necessary or useful to
facilitate their function or that provides a security benefit.
One or more of the buffer zones 350 can be usefully located at
or near the same location as a part or all of one or more
Faraday Cages 300 or Faraday Cage partitions 301, including
for example fitting part or all of a boundary edge of a Faraday
Cage 300 or partition 301 into a three dimensional moat-like
or indented structure of the one or more buffer zones 350.
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The one or more buffer zones 350 can also be configured to
protect a part or all of one or more secure control buses 48,
such as in the Public Unit 54 as shown in the FIG. 17A
example embodiment.

The one or more buffer zones 350 can be particularly useful
prior to microchip packaging (or computer assembly), so that
it can be visually inspected, including by microscopic scan-
ning or other device for manual or automated (including
digital) comparison to an approved template, physical or digi-
tized, including by xray or any other useful electromagnetic
wavelength. The one or more buffer zones 350 can also be
configured to include, for example, a non-conductive marker
material in the form of a layer that outlines the boundary of
the buffer zone, for example, to enhance the accuracy and
speed of a scanning validation process to ensure compliance
with an approved template and to mark the microchip for ease
of alignment with the template.

The width of the buffer zone 350 can be configured to be
any useful width, including to provide electromagnetic radia-
tion buffering against interference or surveillance where a
Faraday Cage 300 or partition 301 are not used; the width can
be, for example, at least the size of process used in making the
microchip 90 (and/or 501 and/or 1500, 1501, 1502, or 1503),
such as current examples like 180, 130, 90, 65, 32, or 22
nanometer processes, or multiples of any of those processes,
such as at least 360 nm, 480 nm, or 720 nm, for example.

The buffer zone 350 can also be positioned between, for
example, the access barrier/firewall 50 and the Private Unit
53, and it can be incorporated into the access barrier/firewall
50.

More than one buffer zone 350 can be used between any
two units in any configuration, as shown in the FIG. 17
example, which shows also one access barrier/firewall 50
with an integrated buffer zone 350 in its central portion.

The one or more buffer zones 350 can be configured to
allow planned and/or authorized buses such as 55, 56, and/or
55/56, and/or one or more secure control buses 48, for
example.

Finally, FIG. 17 shows the potential use anywhere in com-
puters 1 and/or microchips 90 and/or 1500, 1501, 1502, or
1503 of a field programmable gate array or arrays (FPGA) 59
or (other means of active hardware configuration), as
described under FIG. 1.

FIG. 18 is like FIG. 6, but shows an example embodiment
with the central controller (C) positioned in Private Unit 53*
and a secondary controller (S) 32 in Private Unit 53, tempo-
rarily or permanently.

In accordance with the present disclosure, a method of
protecting a computer is disclosed in FIG. 19. The computer
includes a master controlling device that is configured using
hardware and firmware; at least two general purpose micro-
processors; a protected portion of the computer; an unpro-
tected portion of the computer; and an inner hardware-based
access barrier or firewall that is located between the protected
portion of the computer and the unprotected portion of the
computer, the protected portion including at least the master
controlling device and at least one of the microprocessors,
and the unprotected portion including at least one of the
microprocessors, the at least one microprocessor of the
unprotected portion being separate from and located outside
of the inner hardware-based access barrier or firewall. As
shown in FIG. 19, the method includes allowing a user of the
computer to control the microprocessors (150); connecting
the protected portion of the computer through a first connec-
tion to at least a private network of computers (152); connect-
ing the unprotected portion of the computer through a second
connection to a public network of computers including the
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Internet (154); denying access by the hardware-based access
barrier or firewall to the protected portion of the computer by
the public network when the personal computer is connected
to the public network (156); and permitting access by any
other computer in the public network to the one or more ofthe
processing units included in the unprotected portion of the
computer for an operation with the any other computer in the
public network when the personal computer is connected to
the public network (158).

In accordance with the present disclosure, a method of
protecting a computer disclosed in FIG. 20. The computer
includes a master controlling device that is configured using
hardware and firmware; at least two general purpose micro-
processors; a protected portion of the computer; an unpro-
tected portion of the computer; and an inner hardware-based
access barrier or firewall that is located between the protected
portion of the computer and the unprotected portion of the
computer, the protected portion including at least the master
controlling device and at least one of the microprocessors,
and the unprotected portion including at least one of the
microprocessors, the at least one microprocessor of the
unprotected portion being separate from and located outside
of the inner hardware-based access barrier or firewall. As
shown in FIG. 20, the method includes connecting the pro-
tected portion of the computer through at least a first connec-
tion to at least a private network of computers (160); connect-
ing the unprotected portion of the computer through a second
connection to an public network of computers including the
Internet (162); controlling the computer from the protected
portion through the private network (164); and performing
operations in the unprotected portion using the public net-
work (166).

FIG. 21A shows multiple firewalls 50. FIG. 21A shows a
PC 1 or microchip 90 with a primary firewall 50 and addi-
tional interior firewalls 50!, 502, and 50°, that are within
primary firewall 50. As shown, interior firewall 50° is in the
most protected position, since it is inside all the other fire-
walls, while the other interior firewalls 502, and 50" are pro-
gressively less protected, since, for example, interior firewall
50" is protected from the outside network only by the primary
firewall 50. As shown, progressively more protected positions
can be created within the PC1 or microchip 90. The interior
firewalls can also be arranged in any other way within the
primary firewall 50. The interior firewalls can be used to
separate user files from system files, for example, or to sepa-
rate various hardware components from each other. In this
manner, a number of compartments can be created within the
PC1 or microchip 90 to more safely protect the software,
hardware, and firmware of the PC1 or microchip 90, just as
ships have a number of separate watertight compartments to
protect against flooding and avoid sinking. Any ofthe primary
or interior (or other inner firewalls discussed below) can be
hardware, software, or firmware, or a combination, and can
coexist in layers, so that a firewall 50, for example, may have
a hardware firewall, a software firewall, and a firmware fire-
wall, either as independent units or as integrated components.
W? in FIG. 21A and subsequent Figures denotes the World
Wide Web.

FIG. 21B shows another embodiment of compartments
created by inner firewalls within a PC1 or microchip 90.
Primary firewall 50 and interior firewall 50" are like FIG.
21A, but interior firewalls 502, 50°, and 50* are shown per-
pendicular to firewalls 50 and 50" (just to illustrate in a sim-
plified schematic way, which may be different in an actual
embodiment). In this way, an upper row of compartments U*
and U? can be used, for example, to bring from the network
files which are first authenticated and then enter into the U*
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compartment, are decrypted, and undergo a security evalua-
tion, such as by virus scan, before transfer to the most secure
compartment U?. Any operations could potentially occur in
any compartment, depending on the level of security desired
by the user (by over-ride) for example, but an advantageous
default system would allow for files with the highest levels of
authentication, encryption, and other security evaluations to
be allowed into the most secure compartments.

Similarly, operating system files can also be authenticated
and brought from the network side of the PC1 or microchip 90
into compartment O' for decryption and security evaluation
or other use, and then finally transferred into the most secure
compartment O,

Again, similarly, a row of compartments can be used for
separating hardware, such as a master microprocessor 30 or
93 being located in compartment M' and a remote controller
31, for example, located in compartment M>.

Also, additional inner firewalls 5072, 50°3, and 50** can be
located outside the primary firewall 50, but within the net-
work portion of the PC1 or microchip 90, to separate user files
in compartment U from operating system files in compart-
ment O from hardware such a slave microprocessor in com-
partment S on the network side. In the example shown, an
additional row is shown for hardware, including a hard drive
in a compartment HD on the network side, a hard drive in
compartment HD'on the PC1 or microchip 90 user’s side, and
flash memory (such as system bios 88) in compartment F>.
Each microprocessor 30, 40, 93, or 94 can have its own
compartment in a manner like that shown in FIG. 23B, as can
associated memory or any other hardware component.

FIG. 21C shows an inner firewall 50 embodiment similar to
FIG. 21B, but FIG. 21C shows that any file or set of files, such
as operating files O or user data files U or application files A,
can have its own inner firewall 50° or 50 or 50<. Similarly,
any hardware component, such as hard drive HD, also can
have its own inner firewall 507" Additionally, more than one
file or set of files or hardware components can be grouped
together within an inner firewall, such as 50° shown in FIG.
21C.

FIGS. 21D and 21E show operating system files O or
application files A like those shown in FIG. 21C, but orga-
nized differently in discrete layers, each separate grouping of
the operating or application files having a separate firewall 50
(and optionally with as well as a PC1 or PC90 firewall shown
in earlier Figures), so that the firewall structure is like that of
an onion. The operating system files O or application files A
can have a parallel structure, with an innermost kernel oper-
ating system or application file located in the center, with
additional features in other files in subsequent layers, from
the simplest to the most complex and from the most secure
and trusted to the least secure and trusted. Using this struc-
ture, as shown in FIG. 21D, an innermost operating system
core O' may be firmware stored in a read-only memory
(ROM), located in a microchip for quick access, so that a
simplest version operating system with all core features can
be protected absolutely from alteration and can be available
almost immediately, without lengthy boot up procedures
required by loading the operating system from a hard drive,
for example. The core operating system O* can include a core
of the system BIOS or of the operating system kernel, for
example; it would be advantageous for this core to be capable
of independent operation, not dependent on components in
other levels to operate at the basic core level (similarly, other
levels can advantageously be independent of higher levels).

A secondary operating system O can be software located
advantageously on flash or other microchip non-volatile
memory such as magnetic (or less advantageously, a hard
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drive or other mechanical storage media) and can consist of
additional features that are more optional, such as those not
always used in every session, or features that require updat-
ing, changing, or improving, such features coming from
trusted sources located on a network, such as the Internet or
the Web; additional portions of or upgrades to the system
BIOS and the operating system kernel can be located in O,
for example. A third level operating system O’ located, for
example, on a hard drive, can consist of additional software
features that are used only occasionally and are more
optional, and can be loaded as needed by a user into DRAM
or magnetic memory microchip for execution, for example.
Operating systems O” and O can include, for example, the
most recent upgrades from a known and trusted source, such
as a commercial software vendor or open source software
developer, that are downloaded from a network, including the
Internet and the Web, or loaded from conventional memory
media like CD or floppy diskette. All three levels of such
operating systems O*, 0%, and O together can constitute, for
example, roughly the equivalent of a conventional PC oper-
ating system typical in the year 2000.

A fourth level operating system O*, for example, can con-
sist of special use or single use operating system add-ons,
especially software coming from untrusted or unauthenti-
cated sources on a network, such as the Internet or the Web.

For example, the graphical interface of the operating sys-
tem can be in 2D only at the O" level, in 3D at the O? level,
rendering at the O level, and animation in the O* level;
additionally, a standard format can be maintained in the O*
and O? levels, with user or vender customization at the O3
level.

As shown in FIG. 21E, application files such as A', A% A®,
and A* can be structured the same way as operating system
files O in FIG. 21D and with the same layered approach to
firewalls 50 as in FIG. 21D. Typical application software of
the year 2000 can be restructured in this manner.

The kernel operating system files O' and O? as well as
kernel application files A' and A? can be located in any per-
sonal computer PC1 or PC90, including at the level of an
appliance including the simplest device, advantageously in
ROM and in non-volatile read/write memory such as Flash
(or magnetic suchas MRAM, or ovonic memory) microchips,
for example, as described in FIGS. 21D and 21E above.
Inclusion of wireless connection capability is advantageous,
as is the use of DWDM.

An advantage of the file and firewall structures shown in
FIGS. 21D and 21E is that a system crash or file corruption
should never occur at the simple and unalterable level O' or
A' and any level above O' or A’ can be recovered at a lower
level, specifically the highest level at which there is a stable
system or uncorrupted data. For example, a word processing
application program can have the most basic functions of a
typewriter (i.e. storing alphanumeric, punctuation, spacing,
and paragraph structure data) stored on a ROM microchip in
A' and related user files (i.e. such as a word document) on U=.
Insertion of a digital video file into a word document can be
handled at the A® level and insertion of a downloaded special
effect at the A* level. In this example, a crash caused by the
insertion at the least secure and most complex A* level would
not disturb the word document located at the U? or U? level.
Rebooting and/or recovery can be automatic when detected
by the operating system or at the option of the user.

Thus, FIGS. 21A-21E illustrate embodiments wherein a
PC1 or microchip 90 includes a hierarchy of firewalls. In the
context of the present invention, firewalls may be structured
to allow varying degrees of access from the network side of
PC1 or microchip 90. As discussed above, ROM may totally
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deny access from the network side, effectively creating an
innermost firewall. Hardware, software, firmware, or combi-
nations thereof may be structured to deny or allow a prede-
termined maximum level of access from the network side,
effectively creating outer firewalls. Similarly, intermediate
firewalls effectively may be created.

Any one or more features or components of FIGS. 1-20 of
this application can be usefully combined with one or more
features or components of FIGS. 1-31 of the above *657 U.S.
application or FIGS. 1-27 of the above 769 U.S. application.
Each of the above 657 and *769 applications and their asso-
ciated U.S. publications are expressly incorporated by refer-
ence in its entirety for completeness of disclosure of the
applicant’s combination of one or more features or compo-
nents of either of those above two prior applications of this
applicant with one or more features or components of this
application. All such useful possible combinations are hereby
expressly intended by this applicant.

Furthermore, any one or more features or components of
FIGS. 1-20 of this application can be usefully combined with
one or more features or components of the figures of the above
’049 and °553 U.S. applications, as well as in the above *428,
’250, 141, °449,°906,°275, 7020, *854,°529, *756, and *233
U.S. patents. Each of the above 049 and *553 applications
and their associated U.S. publications, as well as the above
’428,°250,°141,°449,°906, 275,020, 854,529, 756, and
’233 U.S. patents are expressly incorporated by reference in
its entirety for completeness of disclosure of the applicant’s
combination of one or more features or components of either
of those above two prior applications of this applicant with
one or more features or components of this application. All
such useful possible combinations are hereby expressly
intended by this applicant.

In addition, one or more features or components of any one
of FIGS. 1-20 or associated textual specification of this appli-
cation can be usefully combined with one or more features or
components of any one or more other of FIGS. 1-20 or asso-
ciated textual specification of this application. And any such
combination derived from the figures or associated text of this
application can also be combined with any feature or compo-
nent of the figures or associated text of any of the above
incorporated by reference U.S. applications 657, >769, *049,
and ’553, as well as U.S. Pat. Nos. ’428, ’250, *141, 449,
*906, °275, 020, 854, *529, *756, and *233.

The invention claimed is:
1. A computer or microchip comprising:
at least one network connection for connection to at least a
public network of computers, said at least one network
connection being located in at least one public unit of
said computer or microchip,
at least one additional and separate network connection for
connection to at least a separate, private network of
computers, said at least one additional and separate net-
work connection being located in at least one protected
private unit of said computer or microchip, and
at least one inner hardware-based access barrier or inner
hardware-based firewall that is located between and
communicatively connects said at least one protected
private unit of said computer or microchip and said at
least one public unit of said computer; or microchip
wherein said private and public units and said two sepa-
rate network connections are separated by said at least
one inner hardware-based access barrier or inner
hardware-based firewall; and
said at least one protected private unit of the computer or
microchip includes at least a first microprocessor and a
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system BIOS of the computer or microchip located in

flash or other non-volatile memory;

said at least one public unit of the computer or microchip
includes at least a second microprocessor, and

said second microprocessor is separate from said at least
one inner hardware-based access barrier or inner
hardware-based firewall.

2. The computer or microchip of claim 1, wherein the at
least one inner hardware-based access barrier or firewall com-
prises at least one bus with an on/off switch controlling com-
munication input and output.

3. The computer or microchip of claim 1, wherein said at
least one protected private unit of the computer or microchip
includes a central controller of the computer or microchip,
including a master controlling device or a master control unit.

4. The computer or microchip of claim 3, wherein said
master controlling device comprises a microprocessor, core
or processing unit configured for general purposes.

5. The computer or microchip of claim 1, wherein said at
least one protected private unit of the computer or microchip
is not configured to connect to the Internet.

6. The computer or microchip of claim 1, wherein the
computer or microchip is included in one of a personal com-
puter, a smartphone, a tablet computer, a server, a cloud server
array, a blade, a cluster, a supercomputer, a supercomputer
array, and a game machine.

7. The computer or microchip of claim 1, wherein the at
least one public unit of the computer or microchip includes at
least2or4 or8or 16 or32or 64 or 128 or 256 or 512 or 1024
MiCroprocessors or processing units or cores.

8. The computer or microchip of claim 1, wherein said at
least one additional and separate network connection is at
least one wired connection to said at least one separate, pri-
vate network of computers.

9. The computer or microchip of claim 1, wherein said at
least one additional and separate network connection is at
least one wireless connection to said at least one separate,
private network of computers.

10. The computer or microchip of claim 1, wherein the
computer or microchip is surrounded by a Faraday Cage.

11. The computer or microchip of claim 1, wherein the at
least one inner hardware-based access barrier or inner hard-
ware-based firewall comprises a bus with an on/off switch
controlling communication input and output.

12. The computer or microchip of claim 1, wherein the at
least one public unit of the computer or microchip includes at
least a second microprocessor configured to operate as a
general purpose microprocessor.

13. The computer or microchip of claim 1, wherein the
computer or microchip is configured to operate as a general
purpose computer or microchip.

14. A computer or microchip configured to be securely
controlled through a private network of computers, said com-
puter or microchip comprising:

at least a secure private unit of said computer or microchip

that is protected by at least one inner hardware-based
access barrier or firewall,

an unprotected public unit of said computer or microchip,

said unprotected public unit including at least one net-
work connection for a public network of computers;

at least a separate private network connection for at least

said private network of computers, at least said separate
private network connection for said private network of
computers being located in at least said secure private
unit of said computer or microchip;

at least one microprocessor, core or processing unit con-

figured for general purposes is located in said unpro-
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tected public unit, wherein said at least one micropro-
cessor, core or processing unit is separate from said at
least one inner hardware-based access barrier or fire-
wall;

at least a central controller of the computer or microchip,
including a master controlling device or a master control
unit and being located in said secure private unit;

a system BIOS of the computer or microchip located in
flash or other non-volatile memory which is located in
said secure private unit; and

a secure control bus configured to connect at least said
master controlling device with at least said microproces-
sor, core or processing unit located in said unprotected
public unit, said secure control bus being isolated from
input from said network and input from components of
said unprotected public unit; and
said master controlling device being configured for

securely controlling at least one operation executed
by at least one said microprocessor, core or process-
ing unit in said unprotected public unit, said secure
control being provided by said master controlling
device in said secure private unit through said private
network of computers to said additional and separate
private network connection in said secure private unit
and via said secure control bus.

15. The computer or microchip of claim 14, wherein the
inner hardware-based access barrier or firewall comprises at
least one bus with an on/off switch controlling communica-
tion input and output.

16. The computer or microchip of claim 15, wherein said
secure control bus provides and ensures direct preemptive
control by said master controlling device over said unpro-
tected public unit.

17. The computer or microchip of claim 14, wherein said
master controlling device comprises a microprocessor, core
or processing unit configured for general purposes.

18. The computer or microchip of claim 17, wherein said
master controlling device comprises a non-volatile memory.

19. The computer or microchip of claim 14, wherein said
secure control bus is configured such that it cannot be
affected, interfered with, altered, read from or written to, or
superseded by any part of said unprotected public unit or by
input from said network.

20. The computer or microchip of claim 19, wherein said
one or more secondary controllers are used to control one or
more of said at least one microprocessor, core or processing
unit located in said unprotected public unit.

21. The computer or microchip of claim 20, wherein said
one or more secondary controllers are integrated with one or
more of said at least one microprocessor, core or processing
unit located in said unprotected public unit.

22. The computer or microchip of claim 14, wherein said
secure control bus is configured such that it can be used by
said master controlling device to control one or more second-
ary controllers located on said secure control bus.

23. The computer or microchip of claim 22, wherein said
one or more secondary controllers are located in the unpro-
tected public unit.

24. The computer or microchip of claim 14, wherein said
secure control bus is wired, wireless or a channel.
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25. The computer or microchip of claim 14, wherein said
secure control bus is configured to provide a connection to
control at least a second firewall located on the periphery of
said computer or microchip.

26. The computer or microchip of claim 14, wherein the
inner hardware-based access barrier or inner hardware-based
firewall comprises a bus with an on/off switch controlling
communication input and output.

27. A computer or microchip configured to be securely
controlled, said computer or microchip comprising:

at least one microprocessor, core or processing unit being

configured for general purposes and having a connection
for a network of computers;

at least a master controlling device for the computer or

microchip; and

a system BIOS of the computer or microchip located in

flash or other non-volatile memory which is located in a
portion of the computer or microchip protected by an
inner hardware-based access barrier or firewall; and

a secure control bus configured to connect at least said

master controlling device with at least said at least one
microprocessor, core or processing unit, and said secure
control bus being isolated from input from said network
and input from components of said computer or micro-
chip other than said master controlling device; and
said master controlling device being configured for
securely controlling at least one operation executed
by at least one said microprocessor, core or process-
ing unit, said secure control being provided by said
master controlling device via said secure control bus.

28. The computer or microchip of claim 27, wherein the
inner hardware-based access barrier or firewall comprises a
bus with an on/off switch controlling communication input
and output.

29. The computer or microchip of claim 27, wherein said
master controlling device comprises a microprocessor, core
or processing unit configured for general purposes.

30. The computer or microchip of claim 27, wherein said
master controlling device comprises a non-volatile memory.

31. The computer or microchip of claim 27, wherein said
secure control bus provides and ensures direct preemptive
control by said master controlling device over said at least one
microprocessor, core or processing unit.

32. The computer or microchip of claim 27, wherein said
secure control bus is configured such that it cannot be
affected, interfered with, altered, read from or written to, or
superseded by any part of said unprotected public unit or by
input from said network.

33. The computer or microchip of claim 27, wherein said
secure control bus is configured such that it can be used by
said master controlling device to control one or more second-
ary controllers located on said secure control bus.

34. The computer or microchip of claim 27, wherein said
secure control bus is wired, wireless or a channel.

35. The computer or microchip of claim 27, wherein said
secure control bus provides a connection to control a firewall
located on the periphery of said computer or microchip.
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